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Since the turn of the century, there has been an 
exponential increase in the creation and management 
of data. Technologies that can sift, analyse and deploy 
this growing wealth of digital information are being 
rapidly adopted across government and business, as well 
as by consumers themselves. Artificial intelligence now 
promises to transform the application of these resources.

The effect will be highly disruptive to existing ways of doing 
things, but promises huge opportunities for consumers and 
for the entrepreneurs that realise their dreams. The argument 
that artificial intelligence will cause mass unemployment is 
as unpersuasive as the argument that threshing machines, 
machine tools, dishwashers or computers would cause 
mass unemployment. “The bogeyman of automation 
consumes worrying capacity that should be saved for real 
problems,” said the economist Herbert Simon in the 1960s.

None the less, genuine concerns about the misuse of 
artificial intelligence, and the unintended consequences, 
need to be taken very seriously. I am therefore 
delighted to see this white paper published because it 
is critical that the risks and liabilities associated with 
AI adoption are equally well recognised as businesses 
increasingly expose machine learning applications to 
their clients and customers, and the public at large. 

Matt Ridley, Times columnist, author of The Rational Optimist 
and member of the House of Lords.

Foreword	 1

Background	 3

Development of machine learning	 6

Transformative potential	 8

Deployment risks	 10

Regulation as society’s	 16 
approach to managing risk

Key principles for responsible 	 18 
deployment of AI

Conclusion	 21

Foreword



2 Superhuman Resources

“businesses are 
coming to realise 
that there are 
some unique risks”
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Great promise, 
but strings attached

Advanced artificial intelligence (AI) systems are already 
being used to enhance our lives and to transform the way 
businesses operate. Gains in both computational capacity, 
and our understanding of how to exploit that capacity, 
mean that a form of “general artificial intelligence” – a truly 
cognitive system – could be created within our lifetimes. 
This will be revolutionary in a way few can presently imagine.

While the holy grail of general AI is still just out of reach, 
right now businesses across a broad spectrum of industries 
are exploring the potential efficiency gains offered by AI 
systems when applied to specific tasks. Understanding AI’s 
potential, and how to exploit it, is no longer the preserve of 
an elite cadre of data science academics and engineers; AI 
and machine learning tools can now readily be developed 
and deployed by public bodies and by private businesses and 
entrepreneurs. The use of AI systems is already widespread 
in areas such as transport, finance, defence, social security, 
education, law and order, public safety and healthcare.

Instances of businesses exploring and adopting AI systems 
are increasing exponentially. Whilst this comes with clear 
upsides, businesses are also coming to realise that there 
are some unique risks associated with these systems and 
technologies. We believe they are risks which to date have 
been underappreciated and in many cases unaddressed.

The costs of getting AI implementation wrong could 
be great – and this could include human, social and 
political costs as much as economic costs: organisations 
risk meaningful losses, fines and reputational damage 
if the use of AI results, for example, in unintended 
discrimination, misselling or breach of privacy.

It is thus increasingly critical for boards and leaders to 
consider carefully not only how adoption of technology such 
as AI can deliver efficiencies and cost savings, but also to 
consider carefully how the associated risks can be managed 
properly. In an AI context in particular, this is undoubtedly 
a challenge for managers who typically will not yet have 
the knowledge and tools available to evaluate the size and 
shape of the risks in an AI system, let alone to manage 
them effectively. The absence of best practices or industry 
standards also makes it hard to benchmark what the safe and 
responsible use of AI looks like in a business environment.

We are keen advocates of AI and we believe it has 
truly transformative potential in both the public and 
private sector. We would like to see organisations 
take a thoughtful and responsible approach to their 
implementation of AI systems. Unfortunately, while much 
airtime has been given to the potential benefits of AI 
technologies, there has yet to be significant attention 
devoted to the risks and potential vulnerabilities of AI.

This white paper, published jointly by ASI Data Science 
and Slaughter and May, brings together technical and 
legal expertise to provide a unique analysis of this topic. 
We recognise that where businesses fail to lead the way in 
developing best practice, this may give rise to regulatory 
and governmental responses that cannot but function as 
blunt tools in the face of AI across such a variety of sectors. 
Therefore, to avoid this pitfall and help businesses retain 
their ability to exploit AI to the full extent, we suggest a 
suite of concrete, practical principles to assist businesses 
and other organisations as they responsibly explore, create 
and deploy advanced artificial intelligence systems.

Background
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Artificial Intelligence (AI)
AI can be hard to define. Alan Turing described it as “the 
science of making computers do things that require 
intelligence when done by humans”. It is important to 
remember that, notwithstanding any mystery, artificial 
intelligence is (for now at least) a form of human-
developed software running on human-designed hardware, 
executing a series of human-originated commands.

General v Narrow Artificial Intelligence
We subdivide the field of AI into two categories: General 
Artificial Intelligence and Narrow Artificial Intelligence. 
General Artificial Intelligence refers to AI that has such broad 
applicability that it could successfully perform any task or 
solve any problem requiring human intelligence. Narrow 
Artificial Intelligence refers to algorithms that are designed 
to solve one particular problem, for example chess-playing 
algorithms. The distinction between Narrow and General 
AI is a continuous spectrum rather than binary – some 
algorithms can be more general than others while still not 
being fully general (for example DeepMind’s DQN algorithm 
that played multiple different video games at super-human 
performance). No truly General Artificial Intelligence – or 
more accurately Artificial General Intelligence – has yet been 
created, and expert estimates for achieving that ultimate 
goal range from 10 to 100 years, although consensus seems 
to be shifting towards the closer side of such a window.

Machine Learning
Machine Learning is a subset of the wider field of AI. It is 
improvements in machine learning that have driven the 
remarkable progress in AI performance over the last 15 
years. Machine learning refers to algorithms where the 
performance of a task improves with experience. Imagine 
a chess-playing algorithm; we can refer to the algorithm 
as a narrow AI if it is able to play chess effectively. If the 
performance of the AI improves as it plays more games, 

it is also a machine learning algorithm. Machine learning 
algorithms work by learning from data patterns, and are 
often contrasted with Expert Systems, which are computer 
programmes that simply follow rules explicitly pre-
programmed by humans. For all their power, machine learning 
algorithms are not perfect. Because they excel at tasks that 
involve detection of subtle patterns or correlations in large 
datasets, they can sometimes be hard to understand, interpret 
and audit. This is particularly true of the more sophisticated 
algorithms, such as artificial neural networks, where decision-
making can be so complex as to become essentially opaque.

Static v dynamic machine learning
A dynamic machine learning system is one that continues to 
learn and develop its model in real-time based on the data 
it is exposed to, whereas a static machine learning system is 
one that is trained with a dataset, but then operates statically 
in production so that it cannot continue to develop and 
refine its operation on the basis of new datasets. A static 
machine learning system may of course intermittently 
have its model updated with more or better training data.

Supervised v unsupervised machine learning
Supervised machine learning involves training an algorithm 
with data consisting of an input and a corresponding 
output, where a human teacher has confirmed that the 
input corresponds to the particular output. For example, 
an algorithm might be trained to recognise pictures of 
cats and dogs by being provided a series of pictures of 
cats and being told these are cats and then a series of 
pictures of dogs and being told these are dogs. By contrast, 
unsupervised learning involves an algorithm attempting 
to discern a model based on input only training data. For 
example, an algorithm could be devised so that if it were 
provided with a series of pictures of cats and dogs, it would 
seek to discern similarities and differences so as to be able 
to group separately all of the cats and all of the dogs.

Key terms
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Before the 1980s, machine learning was 
considered to be at the fringes of the field 
of artificial intelligence. It was even debated 
whether learning would be a necessary 
feature of artificial general intelligence at all. 
Only as computational power grew, and more 
sophisticated algorithms were developed, 
did it become evident that learning 
systems could solve impactful problems.

Arthur Samuel’s creation in 1959 of an algorithm that 
learned to play checkers is often identified as the first in the 
lineage of modern machine learning, although the roots 
of the subject can be traced back beyond this, through 
Alan Turing to the fathers of statistics and probability. The 
term “machine learning” was coined by Arthur Samuel in 
his 1959 paper titled Some Studies in Machine Learning 
Using the Game of Checkers and by 1962, Samuel’s 
learning algorithm was able to beat the Connecticut State 
checkers champion, the fourth best player in the US.

Another pioneer of machine learning was Frank Rosenblatt, 
who invented the ‘perceptron’ in 1957. The perceptron was 
the first design of what we now call an ‘artificial neuron’, 
the individual entity that when connected together with 
others forms an artificial neural network. The work led to 
the creation of a machine for the US navy that could learn 
to spot patterns through experience. Rosenblatt’s work 
fell out of fashion when it was demonstrated that there 
were simple problems for which it could never learn to 
distinguish the correct answer. It was later found that by 
tweaking the perceptron design, creating networks and using 
different training algorithms (essentially, developing modern 
artificial neural networks) these problems could be solved. 
Breakthroughs were also made in the 1960s around the 
architectures – the wiring diagrams – of neural networks 
which reduced the time required for them to train.

There were then other powerful classes of algorithm 
that were developed in the late 20th Century, including 
clustering algorithms, decision trees and random forests, 
and support vector machines, offering a broader variety of 
tools for data scientists. Often, algorithm choice involves 
balancing different demands, for instance, balancing the 
need for predictive accuracy with a desire for transparency, 
i.e. should the answer be ‘black box’ (not easily interpretable 
by a human) or ‘white box’ (human interpretable). Other 
trade-offs involve reducing training time (and computational 
expense) at the expense of predictive accuracy.

From rapid to exponential 
Development of machine learning
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The recent excitement around deep learning – the name 
for a particular set of architectures of artificial neural 
networks – started around 2005, when the work of people 
like Hinton, Bengio and LeCun started to show human level 
performance in the task of image recognition, something 
that computers had struggled with historically. This was 
followed by surprising performance leaps in a variety of 
areas including tasks as diverse as speech recognition and 
playing computer games. Generally, the feeling is that deep 
learning will, at some point, allow computers to surpass 
humans in most perceptual tasks, and allow the automation 
of those elements of any job where such skills are required.

Why now for AI?
The recent explosion of machine learning technology 
is really a product of two things: tremendous increases 
in computational power and enormous volumes 
of accumulated data. The cost of performance 
at this level has also dropped dramatically.

We expect the ability of computers to continue to grow. 
Fundamentally, the human brain is a computer on a 
biological substrate, and so ultimately we should not 
expect there to be any tasks performed by humans that 
remain outside of the capability of computers. This looming 
breakthrough may be closer than intuition suggests. 
The World Economic Forum reported in its Global Risks 
Report for 2017 that global investment in AI start-ups 
has risen astronomically from USD282 million in 2011 
to just short of USD2.4 billion in 2015. Figures published 
recently by Bank of America Merrill Lynch suggest that 
the global market for AI-based systems will reach a value 
of USD153 billion by 2020; more money will be invested 
into AI research in the next decade than has been 
invested in the entire history of the field to this point.

If we could plot a graph to show the rate at which AI 
technology has developed over its relatively modern existence 
as a field of scientific endeavour, we would see a hyperbolic 
curve; it seems highly likely that we are now entering the 
near vertical phase of that curve. Google and Nvidia, for 
instance, have both recently announced special purpose 
processors for AI that are capable of processing at tremendous 
speeds, massively faster than anything seen to date.

$153bn
$ 2.4bn
$ 0.3bn

Source: WEF / BAML

Global investment in AI start-ups

2011

2015

2020
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The technological revolution has seen organisations automate repetitive, high volume, 
sometimes complex but typically rule-based (“if X then Y”) processes, and has delivered 
incredible increases in efficiency and productivity. The immense impact that technology has 
had, and continues to have, in the world has transformed the human experience. Cast in 
this light, AI – a system that can simulate human cognitive processes – has the potential 
to generate efficiency advances at a multiple rate of anything we have experienced to date.

There are some more evident aspects of AI that indicate its enormous potential:

1.	 Ability to synthesise large volumes 
of complex data quickly
With the exponential growth in the volume of data 
available to organisations it is becoming increasingly 
difficult to use conventional means of analysis to 
fully exploit the value in that data. Machine learning 
systems can synthesise tremendous amounts of 
data to develop complex models that are able to 
realise practical value at far greater speeds than 
any human, or indeed team of humans.

This has relevance in at least two situations. First, 
where existing decision-making processes depend on 
the knowledge and experience of skilled professionals 
who draw on banks of knowledge accumulated 
over many years; and second, where decision-
making can only take place (or may become more 
accurate or reliable) after analysis of a significant 
volume of data points. AI has the potential to 
substitute for the first and accelerate the second.

It can take many years to achieve mastery in 
specialised professional fields of knowledge – actuarial 
science, medicine, law. Yet machine processing of 
complex non-linear relationships in data can now be 
achieved with levels of efficiency and reliability that 
mean AI can begin to make insurance underwriting 
decisions, discover new medicines and carry out due 
diligence on complex businesses in fractions of the 
traditional timescales for high-skilled professionals.

2.	 Adaptability and scalability
Machine learning systems often learn to perform 
well at their task by discovering some truly important 
but obscured features of a large data set. A striking 
recent example is Google Translate’s use of a single 
neural network for translating between languages. The 
system was apparently able to perform well even when 
translating between two entirely unfamiliar languages 
(languages the system had never seen translations 
between), suggesting that it had learned not only 
the languages involved but had also devised itself a 
process for learning the language translation process.

The ability to solve a new problem by learning from 
a related task is indicative of how adaptive machine 
learning systems can become, and is a significant step 
on the path towards achieving forms of artificial general 
intelligence. From seemingly basic inputs and processes 
AI has the potential to generate hugely scalable solutions.

Perhaps the greatest promise of machine learning so 
far comes not from the specific tasks that AI systems 
can now perform but from the promise of those 
systems developing new skills and applications from 
the knowledge and processes they have already learned. 
Such advances have already begun: DeepMind has 
been able to repurpose a system originally designed 
to optimise performance when playing strategy 
games so as to optimise the cooling of Google’s 
massive data centres – an adaption that will generate 

Transformative potential

Much to play for... 
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meaningful financial savings. In another example of 
adaption, an AI circuit was shown to have learned to 
keep time by converting itself into a radio that picked 
up the recurring radio frequency of a nearby PC.

3.	 Autonomy
The sophistication of tasks undertaken without 
human oversight has seen a step-change with the 
advent of machine learning systems. Previous “expert 
systems” relied on logic that performed poorly in 
novel situations for which the system had not been 
prepared, and other autonomous systems depended 
on simple sensors and constrained environments.

But because modern AI is capable of learning and 
accumulating knowledge without human supervision, 
it promises a more reliable future autonomy. 
Autonomous cars are one of the more conspicuous 
deployments of AI at the moment, and significantly 
more complex than non-manned trains with which 
we have lived for some years; yet have proven to be 
safer so far (admittedly based on relatively limited 
exposure to the real world) than human drivers.

4.	 Creativity
There is some ineffable aspect of creativity that we 
struggle to ascribe to machines. Yet when confronted 
with the art, writing and designs that machines have 
produced it is becoming evident that they are capable of 
novel and sometimes impressive creations. For example, 
there are hundreds of new applications stemming 
from computer vision, some of which are capable 
of producing machine art: original creative images 
in an environment free from human supervision.

Similar creativity as applied to language is now giving 
machines the ability to write both descriptive and 
creative prose: news outlets Yahoo and Reuters have 
already published machine-written articles. When 
combined with systems that can understand and 
interrogate speech, so-called chatbot systems are 

able to sustain a level of conversation sufficient to 
provide viable call-centre services. Another example 
is JukeDeck, a London-based AI group using AI to 
produce music tailored to the listener or use − in 
essence a purely artistic creative application of AI. 

Machine learning systems are especially effective 
at learning how to maximise performance through 
creativity. This feature of AI has already been exploited in 
design processes to reimagine and optimise, for example, 
the construction of light-weight components for bicycle 
frames or the structure of an automotive engine block.

5.	 Consistency and reliability
In addition, machine learning creates opportunities to 
achieve greater consistency and reliability in processes 
that at present depend heavily on human judgment. 
Reliable, time-pressured decision-making systems could 
have a material beneficial impact in a diversity of sectors: 
in transport, accidents could be avoided with more 
rational split second avoidance decisions; in medicine, 
A&E patients could be more rapidly diagnosed on the 
basis of a rapid synthesis of data points; and in disaster 
situations, more rapid and thought-through safety 
recommendations could be made in the immediate 
aftermath of natural disasters or terrorist attacks.

These opportunities come from the ability of machine 
learning systems to cut through complexity while 
exploiting the speed and reliability of machine software 
relative to the performance of humans in pressurised 
situations. Outside of high pressure environments, 
one can equally see potential for material gains, for 
example for investment firms making discretionary 
financial recommendations, where inconsistencies in 
human decision-making (whatever the cause – fatigue, 
‘document blindness’ or straightforward negligence) can 
give rise to costly outcomes: penalties and remediation.
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As the potential benefits multiply, so too do the risks. There are certainly risks associated with 
reliance on machine learning systems, as well as some acute moral and ethical considerations.

Commentary on, and indeed investment in, AI and machine 
learning seems so far to have focussed on the potential 
upsides. This is understandable, but misses a critical 
point: AI can only ever be useful if it can be deployed 
responsibly and safely. Safe means either no harm or an 
acceptable risk of harm: civil engineers do not design a 
bridge and then later contemplate what safety features 

should be implemented; safe deployment is critical to 
the design process. The same reasoning applies to AI.

To manage risk, you first need to understand it. 
We have identified 6 categories of risk that are 
particularly acute for, and should be top of mind for, 
the responsible design and deployment of AI systems:

...still plenty to lose

Failure to perform

AI, like any system, whether 
mechanical or human, will 
fail some of the time.

Vulnerability to misuse

Machine learning systems 
may be misused, and not  
know it.

Privacy

AI systems typically rely on big data,  
the handling of which poses legal  
and reputational risks.

Discrimination

Machine learning systems will 
tend to reflect any biases in the 
data used to train them.

Malicious re-purposing

AI systems designed for  
good may be vulnerable  
to malicious repurposing.

Social disruption

AI systems performing 
safely and securely may 
have negative social effects.

6
categories 

of risk

Deployment risks
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Failure to perform

AI, like any system, whether mechanical or human, will fail some of the time. There can be any number of cases of failure, 
ranging from a typo in source code to a fundamental flaw in the overall design of a system. The following are three common 
causes of failure for AI systems:

A. Bad design
AI systems often pose novel design challenges, even for 
experienced scientists and expert software engineers. 
Machine learning systems are fed examples and 
autonomously learn a model that generates outputs 
from input data. This makes it much harder to predict 
how the system will behave in practice than for other 
software where the model is prepared in advance by a 
human. Traditional software is deterministic, whereas 
machine learning systems are probabilistic and can 
learn surprising strategies to perform well at a task.

For example, an AI call-centre service could be trained 
to communicate with customers and be given the goal 
of minimising the number of complaint calls. Expected 
to learn the most effective strategies for dealing with 
customer problems, the system will in fact learn any 
strategy that more effectively reduces calls, such as keeping 
the line active to prevent in-coming calls, or learning 
that communicating rudely reduces repeat callers.

Whereas in traditional software some common sense 
can be explicitly encoded and its limitations made clear, 
the flexibility of AI to learn sophisticated behaviour can 
lead us to forget that it need not learn common sense 
solutions to the problems it is tasked with solving.

These problems are compounded when a machine learning 
system operates dynamically, continually updating its 
model in real-time as it processes data, or when the model 
is difficult to interpret, as with deep neural networks. While 
any system can fail because it is poorly designed, the fact 
that it is particularly difficult to predict how an AI system 
will perform in practice means it can be hard to spot 
that the system has been badly designed until it fails.

B. Bad data
AI systems are only as good as the data they are designed 
to handle. One of the great benefits of machine learning 
algorithms is that they can be trained to handle a wide 
variety of inputs by using large training data sets. Problems 
arise where the training data set contains not enough 
data, not the right data, not enough real-world data, 
incorrect data or data that is skewed/biased in a way that 
does not reflect the environment in which the system 
will be operating. How accurately a machine learning 
system will respond to a given input is directly related to 
how similar that input is to what it has seen before.

A system trained with a limited data set will usually 
encounter more inputs that are unfamiliar and will 
therefore perform poorly compared to a system trained 
with a broader and more diverse data set. For example, 
take a photo app that has been trained on a large 
variety of animal faces, but a limited number of human 
faces not representative of the diversity of photos it 
would see in practice. When deployed to automatically 
label images, this could lead to the embarrassing and 
potentially insulting mislabelling of people as animals.

C. Bad application
The capabilities and limitations of conventional software 
are typically quite evident. With machine learning systems, 
on the other hand, whether a system will handle certain 
inputs appropriately is a product of both the algorithm 
and its training data. Thus the model employed by an AI 
system is often much more opaque, and its operations 
less predictable, than conventional software. This lack 
of transparency and predictability does not necessarily 
mean the system is less reliable or less accurate. Indeed, 
many innovative applications of AI technology in medical 
diagnosis and autonomous piloting of vehicles are proving 
to be significantly more reliable than most humans 

1
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performing the same tasks. It does, however, mean the task 
of determining where and when it is appropriate to deploy 
a particular AI solution becomes more of a challenge.

To decide to deploy any system you first need to understand 
both the environment in which the system is being 
deployed and the level of risk you are comfortable with 
in that environment. Second, you need to know what 
the system does and how well it does it. This ultimately 
is for you to decide: yes, the solution will work in my 
environment and yes, I am comfortable with the risks.

It is the second question – what the system does and 
how well it does it – that is often trickier to answer for AI 
systems than for conventional software. The relative lack 
of transparency and of predictability makes assessing both 
the types of possible failure and the risk of that failure 
occurring, more difficult. For this reason, where risk tolerance 
is low, extensive testing is typically necessary. In medical 
diagnosis, for example, extensive testing is required and a 
threshold for confidence from the machine has to be set.

There also needs to be testing of unexpected scenarios, 
for example, if a system is diagnosing using medical 
scans, it needs to respond appropriately, perhaps 
with an alert, if shown the wrong type of scan on 
which it has not been trained to make decisions.

Discrimination

Closely related to the problem of biased training data, 
a particular concern in the context of AI systems can 
be discrimination. As noted above, machine learning 
systems will tend to reflect any biases in the data used 
to train them. This can mean subtle discriminatory 
biases are not always immediately apparent.

Take the topical example of a machine learning system 
assigning recidivism risk scores to an individual (Durham 
constabulary have announced a trial of such an AI system). 
A system like this may take into consideration the number 
of previous interactions the relevant individual has had with 
police.  This may appear to be a sensible consideration, 
but could, for instance, systematically bias the system to 
identify those who have lived in areas with high police 
presence.  If these individuals then face further extrinsic 
circumstances which make reoffending more likely, a cycle 
could arise wherein the system never learns to correct 
this bias.  Such unintended and unexpected scenarios 
risk entrenching forms of bias and discrimination.

Importantly, it is not always possible to avoid problems 
of discrimination by simply excluding sensitive data from 
entering a machine learning system. Often one or more 
other pieces of data can either reveal or correlate to these 
sensitive details. Details about a person having attended a 
particular school, for example, may indirectly disclose the 
person’s gender if that school is gender-selective. In some 
places, a person’s address may make it highly probably that 
the person is of a particular race or ethnic background or 
socio-economic status. Details about a person attending 
a particular event or a person’s membership of a club or 
group may expose any number of characteristics about 
that person. The more data points about individuals that 
are fed into a system, the more likely it is that some of 
them will serve proxies for sensitive personal details.

2
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3
Consider the example of an AI system deployed to 
determine car insurance premium based on a wealth 
of digital data concerning the policy holder.  Even if 
characteristics such as that individual’s gender, age and 
race are excluded from the input data, any number 
of data points about the individual may still correlate 
with gender, age or race in a way that a human cannot 
foresee.  The AI system may therefore produce results 
which illegally discriminate against individuals on 
the grounds of gender, age or race, notwithstanding 
well-intended attempts to avoid this outcome.

Discrimination, even if inadvertent, can cause 
substantial reputational damage to an organisation.  
Recent press has featured a number of stories about 
AI systems that have been seen to be “racist”, “sexist” 
or otherwise discriminatory.  Moreover, discrimination 
based on certain characteristics including gender, age, 
disability, pregnancy, race/ethnicity, religion or sexual 
orientation can be unlawful in many contexts.

Vulnerability to misuse

Malicious use is a noteworthy vulnerability of AI systems 
because, specifically in the case of dynamic machine learning 
systems, inputs fed into the system through ordinary use 
have the ability to change the system’s model. Malicious 
data feeds can modify an AI system’s model so that the 
system produces ’bad’ results. This type of misuse of an 
AI system can impair the functionality of the system’s 
model and can, in a similar way to issues of discrimination, 
be reputationally damaging for an organisation. A recent, 
high-profile example was the Microsoft Twitter bot, Tay. Tay 
employed a machine learning algorithm to learn from tweets 
it received on Twitter to inform tweets that it would post. 
Not long after Tay was made open to the public, it began 
posting racist and misogynistic tweets, mimicking tweets 
that had been maliciously sent to it by certain Twitter users.

A potentially more significant risk is conceivable in 
connection with face recognition systems being used 
in vital processes such as border control. Very small 
changes to what such a system sees can completely 
change how the recognition system labels it. With 
some knowledge of the system, deliberate changes 
can make an image indistinguishable to the human 
eye but totally mislead image classifiers.

It may also be possible that the repeated input of data into 
an AI system could function to discover the underlying model 
that the system us using. In many cases, a significant amount 
of the commercial value in the AI system will be in the model. 
This category of risk could give rise, then, to an unexpected 
window on the valuable inner workings of an organisation.

“Discrimination, even 
if inadvertent, can 
cause substantial 
reputational damage 
to an organisation”



14 Superhuman Resources

Malicious re-purposing

As highlighted earlier, one of the great features of some AI 
systems is their adaptability. Adaptability in terms of an AI 
system being able to adjust its reasoning and responses 
based on exposure to new data, but also the relative ease 
with which generic AI algorithms can be re-purposed 
and applied in different contexts. While this white paper 
focusses primarily on systems designed to achieve benign 
or beneficial purposes, it is worth bearing in mind the risk 
that a system could be repurposed in the wrong hands 
from a benign to a malignant use. For example, recently 
a facial recognition system used to identify biomarkers 
of disease was controversially repurposed for identifying 
biomarkers of criminality. One can equally see that systems 
for analysing financial market activity might be capable 
of repurposing to disrupt those same financial markets.

Privacy

Wherever data is being processed, compliance with privacy/
data protection laws should be front of mind. Often the 
larger the data set, the more likely it is that the data set will 
contain personal data (information or an opinion about 
an identifiable individual). Many applications of AI involve 
working with supersize data sets. As we explored earlier, AI 
systems are particularly useful in big data analytics, due to 
their ability to synthesise and extract value from enormous 
amounts of complex data. We also discussed the benefits 
of using large training data sets to improve the quality 
of a machine learning system’s model and therefore the 
accuracy of its results. The likelihood that personal data is 
being processed also depends on the nature of the data. For 
example, a machine learning system designed to achieve 
accurate facial recognition would usually require training 
with many photographs of people’s faces, which are personal 
data. Conversely, an AI system used to detect patterns in 
securities trading, may not involve any use of personal data.

We have identified three aspects to the privacy risk 
that are particularly salient when working with AI 
systems that process personal data. The first two are 
common to most forms of big data analytics.

First, proper consent must be obtained from each individual 
(or there must be some other basis under applicable privacy/
data protection law) for all processing that takes place. 
Auditing consent can be challenging where the data set is 
vast, particularly where if the data set has been compiled 
from multiple sources. The EU General Data Protection 
Regulation coming into effect in early 2018 will make this 
even more critical, as it: imposes obligations directly on data 
processors, includes more onerous requirements around 
obtaining consent and significantly increases the penalties 
for non-compliance (up to the greater of €20 million or 4% 
of global annual turnover). However, one of the interesting 
challenges of AI that the Information Commissioner in the 
UK has already noted in its guidance is that AI may well 
undermine the traditional binary, yes/no approach  

54
“a system could 
be repurposed in 
the wrong hands 
from a benign to 
a malignant use”
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6
to consent: “This is seen as incompatible with big data 
analytics due to its experimental nature and its propensity 
to find new uses for data, and also because it may not fit 
contexts where data is observed rather than directly provided 
by data subjects. However, there are new approaches to 
consent that go beyond the simple binary model. It may be 
possible to have a process of graduated consent, in which 
people can give consent or not to different uses of their 
data throughout their relationship with a service provider, 
rather than having a simple binary choice at the start.”1

Secondly, for voluminous data sets, it can be trickier to 
ensure compliance with data protection requirements 
around storing personal data securely, keeping personal 
data up to date, permitting data subjects to access 
their personal data, complying with requests from 
data subjects for their personal data to be deleted and 
actively deleting personal data once it is no longer 
required for the purpose for which it was collected.

Thirdly, and more peculiar to machine learning, is the risk 
that some AI systems can be used in a way that permits 
personal data to be reverse-engineered from the system’s 
model. In some applications, personal data may be 
observable by analysing the outputs generated from certain 
inputs. Some systems are even capable of being operated 
in reverse, so a user could give the system something 
that would ordinarily be one of its outputs and ask it to 
generate an input that would produce that output.

1	 ICO (2017) Big data, artificial intelligence, machine learning and data protection	

Social Disruption

AI systems performing safely and securely may still have 
dramatic effects. Much has already been written on the scope 
for AI and automation to displace the human workforce 
and this form of efficiency-driven disruption is already 
well-recognised in certain sectors. Examples include AI 
models which can underwrite life insurance applications, 
provide robo-advice or conduct due diligence on countless 
commercial and legal contracts. This can manifest itself 
as a risk for a business in two particular ways. Firstly, 
businesses which are set to replace manual processes with 
artificially intelligent machine processes will of course need 
to consider the impact on workforce morale and on labour 
relations; automation is of course not always bad news for 
employees in view of its ability to liberate humans from 
processes. Secondly, at a more strategic level, businesses will 
need to consider how they begin to reallocate and re-focus 
their resources as their operational processes change.

Alternatively, from a more radical perspective, we may 
need a complete fiscal rethink if ideas such as a robot 
tax gain more momentum in the near future. Figures as 
varied and influential as Bill Gates, Benoit Hamon (the 
socialist candidate in the French presidential election) 
and Elon Musk have argued that the development of a 
technology like AI, if it is to replace human workforces, 
necessitates a paradigm shift in our economic attitude.

“AI may necessitate a 
paradigm shift in our 
economic attitude.”
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A response but not a solution 
 

New technologies commonly raise questions of 
regulation. The ethics and laws surrounding new fields of 
innovation have often developed alongside the potential 
of the new field itself – biotech and genomics is a good 
example where ethical concerns have needed to take 
precedence over technical progress. Artificial Intelligence 
is no different in raising questions about governance 
but, because it relates to thought and the agency of 
human judgement, it presents a unique challenge.

There is one aspect of machine learning that stands out 
as a distinct challenge for policy makers and corporate 
governance. Statistical models that accurately predict 
an outcome or classify an object have traditionally been 
transparent in their reasoning. We have been able to see their 
workings and interrogate their internal logic. For some AI 
algorithms, this is simply not possible2. An algorithm might 
be able to prevent more car crashes than any human driver, 
but it won’t be able to explain why a crash happened. It might 
be able to diagnose cancer more reliably than any human 
doctor, but with humans neither understanding why it is 
more reliable, nor why it might sometimes make a mistake.

Automated processes can still carry ‘an aura of objectivity 
and infallibility’3. The norms and assumptions relating 
to their operation over the last few decades have 
generally been valid when dealing with static algorithms 
or rules because we are used to computers following 
instructions quickly and perfectly. When things have gone 
wrong, it is usually because the rules have not been set 
right: it has been people at fault, not the machine.

States and societies are already equipped to 
navigate human error and typically have a range of 
escalating options for responding to the types of 
risks which could be associated with new products 
or services that are not responsibly deployed.

At one end of the spectrum, where a new technology or 
innovation is used by businesses in a relatively benign area, 
market-driven self-regulation may be sufficient to manage 
any associated risks – if a product simply does not work, 
consumers are likely to regulate with their feet – by using 
a different provider of the same product, or by not buying 
into the product at all. For example, a dating app based 
upon a faulty algorithm is not likely to survive for long if 
users are paired with unsuitable matches. Alternatively, some 
algorithms simply do not have the capacity to be seriously 
harmful. For example, Dijkstra’s algorithm to route traffic 
across the internet, or the MP3 sound compression algorithm, 
or Auto Tune to make off-key singing more bearable.

Market-driven  
self-regulation

Industry standards  
and codes of practice

External 
regulation 

Legal restrictions 
or prohibitions

Spectrum of 
risks associated 
with innovative 
products and 

services

Regulation as society’s approach to managing risk

2	 Dave Weinberger (2017) Alien Knowledge
3	 Ian Bogost (2015) The Cathedral of Computation
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A response but not a solution 
 

Where there is an increased level of risk, commercial 
actors may self-regulate, for example by agreeing industry 
standards and codes of practice. This may include 
having certain entry requirements to membership of an 
industry body, which would then allow members to use a 
“kitemark” on their products. Alternatively, there could be 
a kitemark applied on a product-by-product basis following 
assessment against relevant industry body standards, 
following trends in respect of other safety-oriented products 
such as crash helmets, windows and smoke alarms.

In some AI fields, it is implausible that purely internal 
regulation will be sufficient to provide a consistent and 
acceptable level of public control for learning algorithms: 
where human life and liberty is involved, in medical, 
transportation, or military applications for example. Therefore, 
at the next stage along the spectrum, governments may 
empower independent regulatory bodies, which are 
external to a market, to influence and oversee market 
conduct. The role of regulators here is typically to protect 
consumers as end-users within a given market, maintain 
stability and integrity in the market and promote healthy 
competition between the relevant market actors. The 
presence of an external regulator often engenders a greater 
level of trust and confidence in the relevant market and 
its products; this can be as simple as an easily accessible 
ombudsman and a binding industry code (for example, 
regulatory bodies in the legal or advertising spaces).

At the top end of the risk-management spectrum, 
governments can apply legal restrictions or prohibitions. 
At the most draconian end would be a total ban on certain 
types of activity where a very high risk of harm exists, backed 
up by sanctions. Before an outright prohibition, however, may 
come laws and regulations that limit or control particular 
activities and establish frameworks within which close 
monitoring and supervision takes place. A good example of 
this would be the aviation industry, where the barriers for 
entry are high and regulatory requirements stringent, with in-
depth investigations into any failure – this is not surprising, 
given that any small failure could affect very many lives.

AI is at its heart simply a tool which can be used in 
existing public and private sector functions – the level 
of risk associated with any particular AI system should be 
a function of the level of harm that would be caused by 
its failure, and so the responses of legislators and policy-
makers to use-cases for AI systems will inevitably fall across 
a spectrum, depending on the context of the uses.

Legislation and regulation tend to be blunter tools than 
industry-driven regulation and codes of practice, and will 
typically have a more restricting effect on innovation, 
creativity and productivity. It is certainly not the case that 
AI is free from legal and regulatory oversight today and so 
businesses seeking to deploy AI systems already must have 
regard to the impact of those existing legal boundaries.

The key point we seek to make in this white paper, however, 
is that businesses across all sectors have an opportunity 
to shape and influence the future development of legal 
and regulatory frameworks as they begin to adapt to 
address machine-based processes, products and services.

By being forward-thinking and, perhaps above all else, 
responsible in the design and deployment of AI businesses, 
sectors and whole industries can mitigate the restricting 
effect that external regulation of AI may have in the longer 
term. Getting out ahead of the policy-makers by designing 
AI systems that can take full account of the risks to which 
they may expose individuals, communities or society, and 
as far as possible mitigating those risks must be the best 
means to avoid the need for legislators and policy-makers 
to feel they must take restrictive or prohibitive action.

With that in mind, in the final section of this white paper 
we have identified three key themes for businesses to 
focus on when contemplating the design and deployment 
of AI systems, and a series of practical reflective 
questions that are intended to enable those businesses 
to identify and minimise the risks of harm associate 
with AI system deployment and thereby maximise the 
ability to exploit the gains that AI promises to deliver.
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1.	 Has the business accepted AI as part of its 
risk register?
AI should be a core component of an organisation’s 
risk register. Assuming your model could fail, it 
is vital to assess the likelihood and the impact 
of such a failure. What could a failure look like? 
In the event of a failure, what contingency 
plans exist if the operation of the algorithm 
needs to be suspended? Have these been 
tested with a fire-drill in a live environment?

2.	 Does the business have real-time monitoring 
and alerting for security and performance?
Firms commonly require IT functions to monitor 
the state of the network, but it is currently less 
common to monitor the health of the algorithms, 
and the underlying data, that are driving the decision 
making across that network. This is a capability 
that would provide firms with significantly greater 
ability to respond quickly to problems if they arise.

3.	 Is the causal process auditable?
The lack of transparency often associated with AI 
systems is not insurmountable – human beings 
are often opaque as well. If the full context of the 
algorithm can be logged, its decisions could even 
be more reproducible than a human example. 
Do you have in place the strategy and capability 
to reconstruct decisions by these algorithms? 
Your approach must be sufficient in the context 
of your particular market environment.

4.	 Is there an accountability framework for the 
performance and security of the algorithm?
Every significant algorithm the business relies upon 
should have an internal owner, even where the 
algorithm is supplied by a third party as a ‘black 
box’. A central register or record of such algorithms 
and their owners can be a significant asset to a 
business trying to navigate a complex internal data 
landscape. In addition to a named owner, ideally the 
record should contain basic information relating 
to the purpose and structure of the algorithm, and 
the services that are dependent on it. There should 
be a clear reporting line from these key individuals 
to senior executives, with careful avoidance of 
closed feedback loops to help mitigate any lack 
of clarity around responsibility for algorithms.

5.	 Are the algorithmic predictions sufficiently 
accurate in practice?
The performance of your algorithm is a critical 
and often dynamic metric that can change over 
time as the model learns from new data. The levels 
of risk, and type of errors, that are acceptable will 
depend on the context and what currently counts 
as “good enough”. The best metric to assess the 
performance of the model will vary depending 
on the application (e.g. classifying events into 
groups, detecting anomalies, predicting demand). 
Do you understand your risk tolerance in the 
deployment environment? Is your organisation 
clear on the benchmark level of error for your 
particular application that would constitute 
unacceptable accuracy and whether the model 
operates above or below that level, or is there a 
need to look to external professional support?

6.	 Has the algorithm been fed a healthy data diet?
Garbage in, garbage out always applies to 
algorithms. How robust is the model to 
junk, partial, or poisoned data? Data is often 
overlooked for potential biases, especially if 
they are the result of pre-existing biases within 
human systems. A series of straightforward 
checks would help satisfy this concern: was the 
training sample of sufficient scale, and checked 
for bias? Has it been tested against adversarial 
data? Is data used in developing the model 
equivalent to the data it will see once deployed? 
Are statistics on the data being monitored, 
as well as the overall model performance?

7.	 Is the algorithm’s objective well-specified 
and robust to attack or distortion?
It is important that the objective the AI system 
tries to achieve is well specified to avoid 
accidents, unintended misuse or malicious 
repurposing. Have you been sufficiently specific 
in defining your objective, to capture what 
you want the system to do? Is there some 
undesirable behaviour that could accidentally 
fulfil the objective? Have you gone beyond 
best-case scenarios in testing the algorithm?

Good Governance

The ability to understand and challenge 
decisions and processes within your organisation 
is crucial to discharging your duties of good 
governance. As with other aspects of technology 
in business, such as cyber risk, the assessment 
and responsible deployment of AI requires both 
good governance and good technical execution. 

Quality Assurance

AI systems now work sufficiently well to deliver real 
business value, but they are not yet a mature technology 
well understood throughout all levels of business. 
The value of AI will accrue to businesses who develop 
confidence in their technology and succeed in deploying 
AI in practice. To be assured of performance from a 
system that is complex and often difficult to interpret will 
require a broad picture of what’s going into the system 
and how it has performed under a range of scenarios.

Key principles for responsible deployment of AI
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8.	 Is the algorithm’s use of personal data compliant 
with privacy and data processing legislation?
All learning algorithms depend on data, and typically 
substantial quantities of data, and often this data 
includes personal data relating to individuals. There 
are well established laws governing the use of 
personal data, but regulation in this area is generally 
becoming stricter and the penalties for breach 
are becoming more severe (the EU General Data 
Protection Regulation is already a new benchmark 
in this field). Whenever you are looking to deploy 
an AI system, it is essential to undertake a proper 
data protection assessment to ensure that any 
personal data processed in the system is dealt with 
lawfully. In particular, there must be a lawful basis 
for all processing of personal data, and the operation 
of the AI system may necessitate changes to that 
basis over time. Your organisation’s data protection 
officer should therefore be heavily involved in the 
deployment and specialist legal advice may be 
required to provide assurance that the business 
can remain compliant with its legal obligations.

9.	 Does the algorithm produce 
discriminatory outputs?
All responsible businesses will avoid intentional 
bias. As we noted in the previous section of this 
white paper, a particular concern with AI systems is 
that they can develop unintentional discriminatory 
biases quite easily. While you may reduce the risk 
of discriminatory biases by carefully selecting 
the data used to train a particular algorithm, it 
is often difficult, if not impossible, to identify all 
the data that may cause a discriminatory bias in a 
system. This is a legal point that requires technical 
execution, lawyers who understand AI and the 
potential for discriminatory effects will need to 
work closely with data scientists who can offer 
effective solutions. To protect against the problems of 
discriminatory biases in your use of AI, you should:

(a)	 fully understand the potential legal as 
well as reputational risks associated 
with discrimination in the area where 
your AI system is being deployed;

(b)	 seek validation that your algorithm has been 
subjected to comprehensive quality-testing, 
either by an appropriately independent internal 
team or if necessary by an experienced external 
resource, to ensure that it does not engage in 
illegal or otherwise damaging discrimination; and

(c)	 if an undesirable discriminatory bias is detected, 
seek help to correct for this; this may entail 
feeding the AI system tailored input data 
to negate the discriminatory correlation or 
alternatively building into the system an active 
correction filter for the discriminatory bias. Such 
fixes will become increasingly straightforward to 
achieve in data science terms, but the fix may 
only be possible if the issue is addressed up front.

10.	 Have you considered what is a fair allocation 
of risk with your counterparties?
For now one of the more knotty problems to solve 
in the field of AI is the allocation of liability. It is 
increasingly common for AI systems to be deployed 
to undertake tasks that would formerly have been 
performed by a person. Whereas previously a person 
could be held responsible for any failures in the 
performance of those tasks, it may not always be 
clear who is responsible when an AI system fails in 
the performance of its tasks. It may be difficult to 
discern whether the problem originated with the 
design of the algorithm, the coding of the software, 
some other element of the coding of the surrounding 
software, the initial training data, or how the algorithm 
has been deployed. The critical questions from 
a governance and risk management perspective, 
therefore, are: who is responsible for failure of the 
AI system to perform? In what circumstances will 
they be responsible? And what are they responsible 
for? As a business seeking to deploy an AI solution, 
the answers to these questions should direct key 
aspects of contracts with investors, developers, 
suppliers, implementation partners, external 
consultants and customers. It is essential that the 
legal and commercial teams involved in preparing and 
negotiating these contracts understand the unusual 
complexities around liability and risk for AI systems.

The reflective questions which appear in this section are 

intended to be used as a practical touchstone for General 

Counsel, Chief Data Officers and other senior executives as 

part of a process of assurance for AI design and deployment. 

We have grouped these questions into three broad categories, 

albeit there will inevitably be overlap between them.

Legal

In light of the variety and complexity of AI and its 
deployment across businesses, there may be a limit 
to the extent to which existing regulatory systems 
are able adequately to supervise and control the risks 
involved. Responses to this new technology may be 
unexpected and tricky to navigate. In many verticals, 
from financial services to civil aviation, medicine 
to consumer credit, sectoral regulatory regimes can 
already present complexities that will only further 

complicate the legal challenges for businesses looking 
to deploy AI systems. Similarly, the application of 
AI tools in cross-cutting areas, such as pricing, may 
well raise issues under more generally applicable 
regulatory regimes such as competition law. Responsible 
deployment of AI requires careful and specialist legal 
engagement. Under this heading, we have identified 
three legal focal points that will be critical to the 
responsible deployment of most AI systems.
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“Artificial Intelligence 
could be the most 
transformative 
technology of the 
21st Century”
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We believe that Artificial Intelligence could be the 
most transformative technology of the 21st Century. 
These practical opportunities are not the stuff of the 
future – they are here today. AI is already driving down 
the cost of doing business, improving the quality of 
decision making, and increasing the personalisation 
and responsiveness of services. This is no longer just an 
opportunity for the R&D team or the Innovation lab, but for 
mainstream business leaders in every industry and sector.

However, while learning algorithms have enormous 
positive potential, they also carry significant legal, security, 
and performance risks that, if not managed well, could 
jeopardise reputations, or worse. Just as AI may transform 
the success of businesses that use it well, it may also 
be at the root of future corporate failures and social 
harms. If knowledge is power, then AI has the potential 
to give superpowers to our human resources; and those 
superhuman resources will have to be used with care.

Technology issues have historically been the preserve of 
the back office, not the board. In the last decade, with 
the rise in significance of technology and of related cyber 
risks, the seniority of technology leaders has increased, 
with Chief Digital Officers and Chief Data Officers 
commonly now being appointed to the main board. 

But AI isn’t just another technology. Because of its ability 
to alter and in some cases replace human processes, 
the way we have traditionally supervised and assured 
the judgement of our human resources will have to be 
reinterpreted if it is to be applied effectively to machines.

The scalability of digital services means that a single 
algorithm could soon (or may already) affect the lives of 
millions of customers, suppliers and counterparties, and be 
responsible for decisions worth billions. Just as with cyber 
security, the reputation of entire organisations may hang 
in the balance. AI holds enormous promise, but it requires 
responsible deployment. If business does not take on that 
responsibility, then other bodies may feel obliged to step in.

In this white paper, we have set out a series of practical 
questions for boards to use to assure themselves that they 
are deploying AI effectively and responsibly. Some of these 
questions may require specialist legal or technological 
knowledge and support to answer, but we hope that our 
white paper has at least clarified the right questions to ask.

And if our white paper has provoked further thoughts or 
questions for you, we would be delighted to hear from you.

Handle with care
Conclusion
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